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Abstract

Traffic engineering based on an MPLS technology is being introduced for providing high quality-guaranteed services over the Inter-
net. As one of MPLS signaling protocols for traffic engineering, a RSVP-TE protocol transmits and receives periodic refresh messages for
maintaining the connection state of a flow-based path. Such a soft state characteristic gives a heavy processing overhead to routers for
maintaining connection states in case of being a large number of paths established. In this paper, we propose a lightweight implemen-
tation approach of a RSVP-TE protocol reducing processing overhead on periodic messages by adapting the Hello mechanism. We eval-
uate the processing overhead of the implemented lightweight RSVP-TE protocol compared with the refresh reduction scheme. Our
evaluation results show that the proposed RSVP-TE protocol can manage a large number of LSP states without increasing overhead
of refresh messages.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

The RSVP-TE protocol is developed by extending the
RSVP protocol for providing traffic engineering capability
in MPLS networks [2,10,12]. The RSVP-TE protocol sup-
ports the instantiation of explicitly routed label switched
paths (LSPs) [1]. For providing such a functionality, the
RSVP-TE protocol performs establishment, release, and
management of quality-guaranteed LSPs through transmit-
ting the explicitly routed path information, label informa-
tion, and traffic flow information. Like as the original
RSVP protocol [4,14], the RSVP-TE manages the connec-
tion state of the established LSP by a soft-state mechanism.

Due to such the soft-state mechanism, the general imple-
mentation of the RSVP-TE protocol has been slowed
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mainly by concerns about its scalability [9,11]. The load
generated by the management of thousands of RSVP ses-
sions has been judged too heavy for a single core router.
The requirements posed by the RSVP protocol in terms
of link bandwidth, memory usage, and processing capabil-
ity are essentially proportional to the number of sessions
maintained by the router. Like as the RSVP protocol, the
RSVP-TE for MPLS networks periodically transmits
refresh messages to manage the LSPs connection status
by the soft-state mechanism. Hence, the scalability problem
of the RSVP-TE protocol still remains even in MPLS
networks.

Many researcher tried to solve the scalability dealing
with a large number of flows [3,5,7,13]. Especially, the
IETF RSVP Working Group published RFC2961 entitled
with ‘‘RSVP Refresh Overhead Reduction Extensions’’ [3].
This RFC exploits the inherent flexibility of the protocol
and extends the RSVP protocol reducing the dependency
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of the total overhead of the RSVP signaling on the number
of RSVP sessions. Such schemes are focused on reducing
the link bandwidth and/or router’s memory usage used
by sending and receiving refresh messages. In the contrary,
to reduce CPU load for processing protocol messages, the
hardware-accelerated implementation approach is pro-
posed in [13]. The proposed accelerator still has processing
load for maintaining the flow’s connection state.

Such schemes, even the hardware-accelerated approach,
does not still alleviate the processing load of protocol mes-
sages which gives an effect on scalability. In this paper, we
analyze how the reduction mechanism of refresh messages
is effective to the RSVP-TE protocol. This paper suggests a
lightweight implementation of RSVP-TE protocol that has
less overhead of message processing, by adapting the Hello
mechanism to manage lots of LSPs. And then, we evaluate
performance of the implemented RSVP-TE protocol com-
pared with the legacy refresh and the refresh reduction
scheme in terms of the processing overhead of periodic
messages. From the results of evaluation, the proposed
lightweight implementation of RSVP-TE protocol can
manage a large number of LSP states with increasing a lit-
tle overhead of refresh messages.

This paper is organized as follows. Section 2 describes
the RSVP-TE signaling protocol and the refresh reduction
mechanism. In Section 3, we propose a lightweight imple-
mentation approach of the RSVP-TE protocol in MPLS
networks. In Section 4, we evaluate the processing over-
head of the implemented RSVP-TE protocol and conclude
in Section 5.

2. Backgrounds

In this section, we describe the RSVP-TE signaling pro-
tocol and the refresh reduction scheme for high reliability
and scalability.

2.1. RSVP-TE protocol

RSVP (Resource ReserVation Protocol) [4,14] is
designed as a protocol that can reserve the network
resource to offer the real time applied service in internet.
To reserve the resource that is required in service, RSVP
protocol transmits and receives Path and Resv message,
and then it sets up the flow to transmit the created traffic
from service. Moreover, it executes soft state mechanism
that periodically transmits and receives same Path/Resv
message, to manage the status of established flow. Here,
the periodical message is called the Refresh message.

Most of current internet routers is implemented with
UNIX-based operating system. On routers with UNIX
OS, it is known that the UNIX socket performance has
been significantly affected by the number of messages
rather than the size of messages [6,8]. In other words,
the processing overhead of UNIX socket input/output
does not matter the size of a message but the number
of messages. Hence, the RSVP protocol with the soft
state mechanism creates many refresh messages with
many flows on the established tunnels. Due to this char-
acteristics, the RSVP protocol is applied in a small-scale
network.

For supporting MPLS functionality, the RSVP-TE pro-
tocol provides LSP establishment and release capabilities
by adding some objects to set explicitly routed path and
to transmit an individual MPLS label [1]. However, for
the RSVP-TE protocol preserves the soft state mechanism
like as the existing RSVP, LSPs connection management
mechanism still has a disadvantage of processing overhead
of periodic protocol messages. Also, the RSVP-TE proto-
col applied in MPLS network transmits the refresh message
containing the established LSPs status information
through the IP routing path not through the established
LSP.

2.2. Refresh reduction techniques

The Bundle message defined in RFC 2961 [3] packs a
number of RSVP messages sent to the same RSVP neigh-
bor within a single larger RSVP message. To this purpose,
a new RSVP bundle message is defined: this message has its
own header and a body which is made up with a sequence
of RSVP messages. Bundling is performed on a per-hop
base. The receiving router unpacks the sub-messages and
processes them. The advantages brought by the adoption
of such mechanism are given by the reduced usage of band-
width, as a number of IP and data link headers are replaced
by a single one, and by the fewer network interruptions for
the router’s OS to deal with.

The goal of message bundling is to reduce the total num-
ber of RSVP messages that routers have to process. That is,
the total number of messages that routers send and receive
is reduced to N

B, where N is the number of the original
refresh (PATH and RESV) message and B is the bundling
factor which several refresh messages are bundled into one
message. B is calculated as MTU

M , where MTU is the maxi-
mum transmission unit (MTU) size of data link layer and
M is the average size of refresh messages. This solution is
particularly useful to relieve the processing burden on rou-
ters that are running a UNIX operating system, since the
socket interface has always been a processing bottleneck.

The Summary Refresh (Srefresh) extension [3] is based
on the creation and the transmission of the identifier asso-
ciated with a refresh message. The periodical refresh of the
flow’s connection state is then simply performed by sending
the identifiers of the original messages. Thus the amount of
refresh traffic is dramatically reduced. PATH and RESV
trigger messages are sent with a new MESSAGE-ID object.
This object has a 32-bits sized field that identifies the
refresh message. The value of the identifier field has a scope
that is local to a pair of nodes.

Once a node has created a new state by sending a trigger
message together with its identifier, it can subsequently use
the MESSAGE-ID object to refresh its related connection
state. Multiple states can be refreshed with a new summary



Fig. 1. An implemented architecture of RSVP-TE protocol.
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refresh message made up by a sequence of identifiers. The
use of small-sized identifiers greatly reduces the amount
of the bandwidth wasted for transmitting signaling messag-
es and the usage of CPU for maintaining the soft state. In
the summary refresh scheme, the amount of link band-
width for signaling messages can be reduced to I

M, where
I is the size of identifiers and M is the average size of sig-
naling messages. Moreover, in the summary refresh scheme
with bundling, the total number of messages that routers
send and receive is reduced to N

B�S, where S is the summa-
rizing factor as M

I .
In above two schemes, scalability problem of the RSVP-

TE signaling protocol is focused on link bandwidth and/or
router’s memory usage. However, CPU processing over-
head of maintain the flow’s connection state is one of the
most important factors [9,11]. Therefore, we focus on
CPU processing overhead in this paper.

3. A lightweight implementation of RSVP-TE protocol

In this section, we propose a lightweight implementation
approach of RSVP-TE protocol by adapting the Hello
mechanism in order to reduce CPU processing overhead
of maintaining the LSPs state in MPLS networks. Also,
we describe the implemented architecture and procedures
for protocol messages.

3.1. Adaptation of the hello mechanism

First, we investigate the nature of a soft-state mecha-
nism operated in MPLS networks. The purpose of the
soft-state mechanism in RSVP-TE protocol is to manage
the connection state of established LSPs. However, the
refresh message containing the LSPs connection state
transmits through an IP routing path, not through the
established LSP. That is, the RSVP-TE protocol applied
in MPLS network transmits the refresh message containing
the established LSPs status information by the IP routing
path within a fixed refresh period. Therefore, such discrep-
ancy is inevitable in MPLS networks deploying the RSVP-
TE protocol.

The RSVP Hello extension [4] enables RSVP nodes to
detect when a neighboring node is not reachable. The
mechanism can provide node-to-node failure detection or
link failure detection. The Hello extension is composed of
a Hello message including a HELLO REQUEST object
and a HELLO ACK object. As previously described, the
Hello mechanism is used for node failure and/or link fail-
ure only between an RSVP node and its neighbor node.
In order to manage an end-to-end RSVP-TE flow between
the ingress and the egress LSR of the established LSP, we
extend the Hello mechanism that the RSVP node can
advertise its neighbor’s failure condition to all ingress
and egress LSRs by applying RSVP-TE error reporting
mechanism. And then, all ingress and egress LSRs are
going to begin disconnecting the corresponding LSPs
through the failure node or link.
3.2. An implemented architecture of RSVP-TE protocol

Our implemented architecture of a lightweight RSVP-TE
protocol for MPLS traffic engineering is shown in Fig. 1.
The implemented RSVP-TE protocol engine consists of five
components. Among these blocks, Path/Resv state block
(PSB/RSB) and Timer Management block (TMB) are a core
of the basic RSVP protocol. The protocol engine saves the
LSP information to PSB/RSB when a new LSP is estab-
lished. TM block executes the soft-state mechanism sending
and receiving periodic refresh messages.

Another three blocks are implemented for supporting
scalability and reliability. These are MsgId, ReTrB, and
NbrSt blocks. MsgId block saves the Message-ID values
that were already determined when the RSVP-TE trigger-
ing message is sent. And the Message-ID value is directly
linked with each PSB/RSB element and used in the summa-
ry refresh scheme. ReTrB block performs retransmitting
protocol messages which the corresponding ACK message
is not received, for reliability. NbrSt block maintains states
of neighbor RSVP nodes by the Hello mechanism in the
protocol engine. If a Hello message cannot be successfully
delivered from an adjacent router, an RSVP error message
is created and passed to the ingress and egress LSRs of all
relevant LSPs.
3.3. Procedures for processing protocol messages

The implemented RSVP-TE protocol executes the sum-
mary refresh scheme and the retransmission mechanism for
reducing refresh messages and transmitting protocol mes-
sages with reliability.

The summary refresh scheme utilizes bandwidth usage
by replacing Path/Resv refresh message with Srefresh mes-
sage with many MESSAGE-ID objects. After completion
of an LSP establishment in MPLS networks, LSR/LER
already saved the identifier value used in MESSAGE-ID
object. For refreshing the established LSP, the summary
refresh scheme creates Srefresh messages by sequentially
appending the identifier values extracted from RSB/PSB
table. Fig. 2 shows the procedure that creates and transmits
a Srefresh message. And, after receiving a Srefresh



Fig. 2. Flow for processing the Srefresh message.

Fig. 3. Simulation topology of MPLS networks.
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message, the procedure verifies the identifier value and
modifies the state value in RSB/PSB table for the corre-
sponding LSP state.

If there is no corresponding ACK to the sent message
that includes ’ACK-Desired’ flag of a MESSAGE-ID
object, then the protocol engine retransmits the same mes-
sage which is already sent. To achieve such a procedure, a
transmitting router creates a ACK-Desired table, and
checks whether the ACK of the message is replied or not.
If no reply is received, then the protocol engine retransmits
the same message within the configured time.

4. Performance evaluations

In this section, we describe simulation environment
including some assumptions and simulation topology for
evaluation of our implemented RSVP-TE protocol. And
then, we analyze CPU processing overhead affected by sig-
naling messages of the RSVP-TE protocol for maintaining
LSP states in MPLS networks.

4.1. Simulation environments

For evaluating processing overhead affected by signaling
messages of the RSVP-TE protocol, we trace the trend of
CPU load as the number of LSPs increases. Signaling mes-
sages are generated by the RSVP-TE protocol for manag-
ing LSP states in MPLS networks. Such signaling
messages gives a load to router’s CPU for sending, receiv-
ing, and processing them.

In this evaluation, CPU’s processing overhead is mea-
sured on sending and receiving the refresh messages and
the summary refresh messages and processing them only
after setting up LSPs. As the global values configured in
the RSVP-TE protocol, refresh interval value is 30 s and
refresh interval multiplier is 3 times. That is, LSP is
assumed as disconnected after no refresh message is
received in 90 s. The hello interval is configured 30 s in
the implemented RSVP-TE with the Hello mechanism.

Fig. 3 shows our simulation topology to evaluate pro-
cessing overhead of signaling messages in the RSVP-TE
protocol. For simulation, there are six LERs and four
LSRs in MPLS networks where they are connected by
100 Mbp Ethernet. All LER/LSR routers are implemented
from Linux-based PC running only the RSVP-TE protocol.
In our simulation, LSPs are set up through the target LSR,
i.e., from LSR A, LSR B, and LSR D to LSR C, LSR E,
and LSR F, respectively. We measure processing overhead
in the target LSR as increasing a number of LSPs.
4.2. Effects of the summary refresh scheme

Fig. 4 shows the processing overhead for refresh messag-
es in the RSVP-TE with legacy refresh scheme per CPUs
with different processing power. LSPs connection timeout
has occurred when LSPs are setting up over 24,000 in the
LSR with 333 MHz CPU and over 36,000 in the LSR with
500 MHz CPU, respectively. In the LSR with 1400 MHz
CPU, LSPs are still setting up more than 42,000 LSPs. In
timeout case, the refresh message is not delivered to a
neighbor LSR within 90 s due to increased processing time
of refresh messages. As the result, Fig. 4 shows that the
more CPU processing power has the LSR, the less CPU
overhead for processing refresh messages occurs.

On the other hand, Fig. 5 shows the processing overhead
of Srefresh messages in the RSVP-TE protocol with the
summary refresh scheme per CPUs with different process-
ing power. Similar to processing overhead for refresh mes-
sages in the RSVP-TE with the legacy refresh mechanism,
the LSR’s processing overhead is lessened as CPU process-
ing power increases.

As the results from Figs. 4 and 5, the number of setup
LSPs increases in the RSVP-TE with the summary refresh



Fig. 4. CPU processing load in the legacy refresh scheme as increasing the
number of setup LSPs.

Fig. 5. CPU processing load in the summary refresh scheme as increasing
the number of setup LSPs.

Fig. 6. CPU processing load in the summary refresh scheme with the
bundling technique as increasing the number of setup LSPs.

Y.W. Lee et al. / Computer Communications 30 (2007) 1199–1204 1203
scheme, compared to the number of LSPs in the legacy
refresh scheme. The RSVP-TE with the summary refresh
mechanism reduces the processing overhead by reducing
the number of sending and receiving messages. Even
though the RSVP-TE protocol uses the summary refresh
mechanism, the scalability problem still remains for large
number of LSPs. This is the reason that the RSVP-TE pro-
tocol runs on LSR with another necessary protocols such
as routing protocols.
Fig. 7. CPU processing load in the lightweight implementation of RSVP-
TE protocol as increasing the number of setup LSPs.
4.3. Effects of bundling messages

The implemented RSVP-TE signaling protocol with the
refresh reduction mechanism can be provided together with
the message bundling technique that compacts multiple
Message-IDs into one message.

Fig. 6 shows processing overhead of the RSVP-TE with
the message bundling technique on 500 MHz CPU-based
LSR router, where the number of encapsulated Message-
IDs into one message is 10, 50, 100, 150, 200, 250, 300,
and 350. As shown in Fig. 6, the number of encapsulated
Message-IDs has little impact on processing overhead of
refresh messages. Therefore, the processing overhead in
the RSVP-TE protocol is greatly affected by the number
of setup LSPs. That is the reason why the amount of
refresh messages that should be processed is not reduced
for managing LSP states.

4.4. Overhead of the adopted hello mechanism

Fig. 7 shows the processing overhead of Hello messages
in the RSVP-TE with the adopted Hello mechanism pro-
posed in this paper. The result comes from Linux-based
router with CPU speed of 1400 MHz. The processing over-
head has little relation with the number of setup LSPs in
the adopted Hello mechanism differently from the refresh
reduction scheme.

In addition to low CPU overhead, the RSVP-TE with
the Hello mechanism supports detection of link/node fail-
ure and the message retransmission mechanism that sup-
ports a reliable message delivery. Therefore, the Hello
mechanism would be better in terms of CPU processing
overhead for implementing a lightweight RSVP-TE main-
taining a large number of LSPs in MPLS network.



1204 Y.W. Lee et al. / Computer Communications 30 (2007) 1199–1204
5. Conclusions

Traffic engineering techniques have been developed to
guarantee the quality of services provided to the users on
the Internet. Such a traffic engineering is applicable in MPLS
networks providing Internet services. Although the RSVP-
TE protocol for traffic engineering is consider as the signal-
ing protocol that sets up the LSP with QoS in MPLS net-
works, it has drawback on scalability due to the soft-state
mechanism. This paper evaluates the effect of the RSVP-
TE protocol with the refresh scheme. From the results of
evaluation, the refresh scheme increases the processing over-
head to a router on periodic protocol messages. Also, the
evaluation results show that even the RSVP-TE protocol
implemented with the refresh reduction scheme does not
decrease the processing overhead. This paper proposes the
lightweight implementation of the RSVP-TE protocol by
adopting the Hello mechanism. The implemented RSVP-
TE can manage a large number of LSP states without
increasing overhead of refresh messages.
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